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The enthalpy and specific heat of a Be2C-Graphite-UC 2 composite nuclear fuel 
material have been measured over the temperature range 298-1980 K using 
both differential scanning calorimetry and liquid argon vaporization calorime- 
try. The fuel material measured was developed at Sandia National Laboratories 
for use in pulsed test reactors. The material is a hot-pressed composite consisting 
of 40 vol% Be2C, 49.5 vol% graphite, 3.5 vol% UC 2, and 7.0 vol% void. The 
specific heat was measured with the differential scanning calorimeter over the 
temperature range 298-950 K, while the enthalpy was measured over the range 
1185-1980 K with the liquid argon vaporization calorimeter. The normal 
spectral emittance at a wavelength of 6.5 • 10 -5 cm was also measured over the 
experimental temperature range. The combined experimental enthalpy data 
were fit using a spline routine and differentiated to give the specific heat. 
Comparison of the measured specific heat of the composite to the specific heat 
calculated by summing the contributions of the individual components indicates 
that the specific heat of the Be2C component differs significantly from literature 
values and is approximately 0.56 c a l - g - I .  K - I  (2.3 • 103J �9 k g - l  K - I )  for 
temperatures above 1000 K. 

KEY WORDS: Reactor fuel; liquid argon calorimeter; vaporization calorime- 
ter; enthalpy; specific heat; Be2C-Graphite-UC 2. 

1. I N T R O D U C T I O N  

Several composite nuclear fuel materials have been developed for pulsed 
reactors at Sandia National Laboratories [1-4]. The most recently devel- 
oped composite, Be2C-Graphite-UC 2, is designed to have better high 
temperature performance than any of the previous fuels. This fuel is 
designed to operate in a pulsed reactor environment where high flux 
neutron pulses result in significant thermal stresses. The inclusion of Be2C 
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as part of this fuel material is intended to give the fuel high volumetric 
enthalpy (to permit higher energy pulses and to reduce the temperature rise 
during the pulse), while the graphite is designed to increase the thermal 
stress resistance (and yield a simpler pellet geometry). This fuel should 
extend the maximum pulse temperature to 2070 K without material degra- 
dation. 

The volumetric enthalpy and specific heat were originally estimated 
from published data on the specific heat of the component materials. This 
calculation should give accurate results, since previous work has indicated 
that the additivity of heat capacities is valid for similar materials [3]. 
However, the specific heat of the Be2C component has only been measured 
in an impure state at low temperatures ( T <  1470 K), and significant 
differences exist in the literature values [5]. Significant variations also exist 
in the data reported in the literature for graphite [6]. Therefore, the goals of 
this experimental program were to measure the enthatpy and specific heat 
of the composite fuel and to obtain a more accurate estimate of the specific 
heat of the B%C component. 

2. EXPERIMENTAL 

2.1. Calorimeter Systems 

A differential scanning calorimeter (model DSC-1, Perkin-Elmer 
Corp., Norwalk, Conn.) was used to measure the specific heat at low 
temperatures (298-950 K), while a liquid argon drop calorimeter was used 
to measure enthalpy at higher temperatures (1185-1980 K). A description 
of the differential scanning calorimeter is available from the manufacturer. 

The liquid argon drop calorimeter system was originally designed as a 
sensitive instrument for the measurement of high-temperature enthalpy of 
electrically conductive materials in both the solid and liquid phase [3, 7, 8]. 
Samples were inductively heated in an inert atmosphere while being electro- 
magnetically levitated without a sample container. However, the electrical 
conductivity of the Be2C-Graphite-UC 2 material was too low to allow 
electromagnetic levitation; therefore, several modifications were required to 
the original system, and these are described in a later section. 

The liquid argon vaporization calorimeter system (Fig. 1) consisted of 
an rf induction furnace for heating the samples, an inert atmosphere 
sample chamber, an 800 cm 3 glass dewar filled with liquid argon, gas flow 
instrumentation, and a minicomputer based digital data acquisition system. 
The sample was heated in an inert atmosphere sample chamber and then 
dropped into the dewar of liquid argon. Heat released by the sample while 
thermally equilibrating with the liquid argon vaporized a portion of the 
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Fig. 1. Liquid argon vaporization calorimeter vessel and sample chamber for heating the 
samples. 

liquid. The resulting gas flow was measured by calibrated flow units and 
the flow data recorded by the computer. The heat content of the sample 
was determined from the thermodynamic properties of the liquid argon and 
the total amount of gas released. Liquid argon was used as the working 
fluid because of its ready availability, inert properties, high sensitivity 
factor (ratio of volume change to heat of vaporization), and high "signal-to- 
noise" ratio for pressure changes [9, 10]. 

The samples were inductively heated with a 20-kW induction heater 
(Lepel High Frequency Labs, New York) at a frequency of 450 kHz. Small 
solenoid-shaped coils (i.d. ~ 1.5 cm) where used to concentrate the rf field. 
The sample was held inside the coil with a mechanical, point-contact holder 
using nonreacting (graphite) points. This holding mechanism was solenoid 
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activated to allow release of the samples at the same moment the induction 
furnace was turned off. The contact area between the points and the 
sample was minimized to reduce thermal conduction to the sample and the 
resultant temperature gradients in the sample. The possibility of error 
introduced by this holding technique was checked by comparing the 
enthalpies of graphite, molybdenum, and tantalum measured using both 
the electromagnetic levitation and the point-holding techniques. The data 
obtained using the two techniques agreed within a precision of 5%. The 
sample temperature was controlled manually by varying the power level of 
the induction heater while the temperature was monitored with an auto- 
matic recording pyrometer (Model 8642, Leeds and Northrup). The pyrom- 
eter output was recorded both on a strip chart recorder and stored in the 
computer for later analysis. 

Figure 1 shows both the sample chamber and the calorimeter vessel. 
The sample chamber was connected to the liquid argon dewar through a 
high-speed, vacuum valve. This valve opened at the same moment that the 
sample was dropped and was closed by an electronic timer. The gas in the 
chamber was high purity argon, and the pressure in the sample chamber 
was regulated so that no significant flow of gas took place between the 
chamber and the dewar when the valve opened. A constant flow of gas was 
maintained through the sample chamber during the run to remove any 
beryllium outgassed from the samples. 

The inner dewar containing the liquid argon working fluid was held in 
a thermostating dewar of liquid argon to reduce heat leaks to the system. 
The inner dewar contained a copper cup and a black anodized copper 
mesh screen for guiding and catching the samples. A black anodized metal 
foil covered the inner wall of the dewar and served as a radiation shield in 
good thermal contact with the liquid argon. The radiation shields were 
added after it was observed that at the higher temperatures (T > 1750 K), 
occasionally the samples did not immediately cool but continued to radiate 
in the rapidly boiling liquid argon, insulated from the liquid by a boundary 
layer of the vaporized argon for several seconds after initially entering the 
liquid. A "worst case" measurement of the effect of radiation losses was 
performed by measuring the enthalpy of a molybdenum sample over the 
temperature range 1900-2200 K without the presence of the radiation 
shields. The specific heat determined from the enthalpy data over this 
temperature range agreed to within 2% of the literature value, indicating 
that no significant systematic losses were occurring. However, the uncer- 
tainty in the measured specific heat was 10% due to scatter in the data. The 
addition of the radiation shields during the series of measurements of the 
reactor fuel reduced the scatter in the data by more than a factor of 2, 
which should result in a corresponding reduction in the uncertainty in the 
specific heat. 
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A magnetic stirring bar was placed at the bottom of the inner dewar to 
reduce thermal stratification in the liquid and to decrease the time to reach 
thermal equilibrium. The power input due to the stirring action was less 
than 10 .4  cal .  s -  1 (4 • 10 - 4  J .  s -  1), which resulted in the addition o f  less 
than 0.5 cal (2 J) to the system during a typical 60 min run. This power 
input was held constant throughout the measurement period and resulted 
in a negligible addition to the background heat input to the system. 

An electrical calibration heater was mounted on the copper sample 
cup at the bottom of the dewar to enable absolute calibration of the entire 
measuring system. The electrical resistance heater was wound around the 
copper block, and the electrical resistance was adjusted to approximately 
1400 ~2. This resistance value was chosen so that the calibration power 
input resulted in a pressure rise similar to that observed for the actual 
samples. Separate leads were used to measure the potential drop across the 
heater. The current to the heater was determined by measuring the poten- 
tial drop across a 10 f~ oil-immersed standard resistor placed in series with 
the heater current line. Power was supplied by a constant current dc power 
supply for a preset time using an accurate digital electronic timer. The 
power input to the calorimeter during the calibration period was checked 
several times and found to be constant within 0.02%. The accuracy of the 
calibration energy input was 0.05% based upon known instrument accura- 
cies. Figure 2 shows a schematic of the calibration circuitry and the gas 
flow measurement system. 

The gas flow measurement system consisted of a laminar flow unit (50 
M J10 series, Merian Instruments Co., Cleveland, Ohio) and a capacitance- 
type electronic manometer (Model 170M-7 indicator with a 145AH-10 
head, MKS Instruments, Burlington, Mass.) for measuring the pressure 
drop across the flow unit. The MKS pressure head was calibrated against 
an accurate dead-weight tester over the pressure range 0-10 Torr, and the 
observed deviations were fit with a third order polynomial in pressure. The 
laminar flow unit was also calibrated over the 0-10 Torr pressure range 
and the flow rate deviations fit as a linear function of pressure. 2 Since the 
measured flow is a function of temperature, the flow of gas from the 
calorimeter was first brought to a known reference temperature by passing 
it through a controlled temperature water bath. After passing through the 
flow unit, the argon gas was exhausted either into the room or to the 
outside atmosphere. 

The data acquisition system was based upon an HP System 1000 
minicomputer (Hewlett-Packard Co., Palo Alto, Calif.). The gas flow rate, 

2The laminar flow units were calibrated in the Primary Standards Lab, Sandia National 
Laboratories, using a calibrated volume technique (certificate file no. 3303B). All equipment 
used was calibrated to NBS traceable standards. 
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Fig. 2. Schematic of gas flow measurement systern and calibration circuit. R H = calibration 
heater; R s = standard resistor for current measurement; R o = dummy load resistor for 
initially setting heater power. 

background barometric pressure, and the pyrometer output were read by 
digital voltmeters (DVM) interfaced directly to the computer. The com- 
puter recorded the DVM values and the time at which the readings were 
taken for later analysis. 

2.2. Sample Materials 

The BeaC-Graphite-UC 2 fuel material was fabricated by hot pressing 
a mix containing - 3 2 5  mesh B%C, -325 mesh graphite (grade GL 1008), 
and -325  mesh UC 2 in a graphite die to 2050~ and 23.8 MPa (3450 psi) 
pressure. This material was prepared by the Materials Technology Group 
(CMB-6) of the Los Alamos Scientific Laboratory. The final product 
contained 40 vol% (39.06 wt%) Be2C, 49.5 vol% (44.58 wt%) graphite, 3.5 
vol% (16.36 wt%) UC 2 (0.371 g U per cm 3, 93% enriched), and 7.0 vol% 
porosity. The final density was 2.49 g. cm -3. The microstructure of the 
material was characterized by optical microscopy. Figure 3 shows a micro- 
graph of the sample. The UC 2 particle sizes (white areas in figure) were less 
than 20 /~m and were evenly distributed throughout the material. X- 
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Fig. 3. Photomicrograph showing the microstructure of the Be2C-Graphite-UC 2 composite 
fuel material. The white areas are UCz, light gray is Be2C, dark gray is graphite, and black is 
void. 
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radiography of the composites revealed no detectable UC 2 migration and 
resulting agglomeration during fabrication. The calorimetry samples were 
machined from a pressed cylinder. The differential scanning calorimeter 
samples consisted of small discs (0.61 cm diameter by 0.10 cm thick) and 
the liquid argon calorimeter samples were cubes (0.64 cm on a side). 

2.3. Measurement Procedures 

Eight measurements of the low-temperature (298-950 K) specific heat 
of the fuel material were taken with the differential scanning calorimeter. 
The temperature measurements were based upon a calibration with a series 
of pure substances of known melting points, giving a temperature accuracy 
of 1%. Specific heat was determined with the DSC by recording the 
difference in power supplied to the sample and a reference material holder 
as a function of time and temperature. The temperature was scanned at a 
rate of 10 K per min over a 10 K range centered about the nominal 
measurement temperature. Three separate temperature scans were required 
to accurately determine the sample specific heat: (1) a blank scan, in which 
only empty sample pans were placed on the sample and reference holders 
to measure the difference in heat capacity, (2) a scan of a sapphire 
reference sample of known specific heat, placed on the sample side to 
provide a calibration factor, and (3) a scan using the sample and an empty 
pan for reference, Data for the run were recorded directly onto the 
computer, which also controlled the DSC during the measurement. 

The liquid argon calorimeter was initially calibrated over a broad 
range of input power using the electrical calibration system prior to any 
sample measurements. The electrical calibration allows a final, absolute 
check of the gas flow measurement system since some error could arise in 
the measurement of the fluctuating gas flow due to the finite sampling rate. 
The calibrating energy (About) calculated from the known heat of vaporiza- 
tion of argon and the measured gas flow was found to be within _ 2% of 
the measured electrical heat input (Ahin) over a range of 200-1000 cal 
(8.37 • 102-4.18 • 103 J). The apparent energy error over this range was 
expressed as a linear function of Ahout. This allowed correction of the 
measured heat output to within _ 1% of the known heat input. Calibrations 
were performed frequently during the series of sample measurements to 
check for any calibration shifts which could arise from equipment malfunc- 
tion or leaks in the flow system. No shifts were observed to occur. 

The measurement procedure for either a calibration or sample mea- 
surement consisted of monitoring for 15 min the flow meter background 
mass flow, monitoring the 5 rain peak mass-flow period during heat 
evolution in the calorimeter, and finally monitoring a 60 min equilibration 
period. The initial background monitoring period was used to measure the 
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gas flow due to the heat leak into the dewar. The flow rate during this 
period was constant to within 0.5%, and the computer recorded the flow at 
a rate of 15 points per rain. The typical background heat leak was 
approximately 10 -3 cal. s-1 (4.18 • 10 .3 J .  s-1). The peak period was the 
interval of maximum heat input to the system either from the sample or the 
calibration heater. The peak flow rate during this period was over 1000 
times greater than the background flow rate. During this period, the 
computer data rate was increased to 240 points per min. The final monitor- 
ing period began when the pressure dropped to a preset level. The com- 
puter data rate was then reduced to the initial rate of 15 points per min. 
The final monitoring period continued for a minimum period of 60 min but 
at least until the flow rate decreased to within a preset deviation from the 
initial background flow rate. The barometric pressure in the room was 
automatically recorded at the beginning and end of each run to correct for 
changes in the equilibrium temperature of the working fluid. This correc- 
tion will be discussed in a following section. A period of one hour was 
usually required after a run to allow the system to return to equilibrium. 
The computer monitored the background flow and signaled when a con- 
stant gas flow rate was achieved. Figure 4 shows a representative plot of 
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Table I. Normal Spectral Emittance of B%C-Graphite-UC 2 at 650 nm 

T 
(K) Emittance 

1408 0.81 + 0.02 
1643 0.79 + 0.05 
1786 0.77 +-- 0.04 
1885 0.75 + 0.05 
1961 0.73 +- 0.04 

I IIII IIII I I I  

pressure versus time during the peak monitoring interval for an actual 
sample measurement. The peak monitoring interval (t 1 --) t2) is indicated by 
the arrows. 

The sample temperature was determined from the measured brightness 
temperature and the measured spectral emittance of the material at a 
wavelength ~ = 6.5 • 10 .5 cm. The spectral emittance of the samples was 
determined by drilling a cylindrical hole into the sample to approximate a 
blackbody cavity and measuring the pyrometric temperature in the hole 
and at the adjacent machined surface. The hole diameter was approxi- 
mately 0.1 cm and the length/diameter ratio was approximately 5 : 1. This 
configuration should approximate a true blackbody cavity to within 5% 
[11]. As a check of the technique, the normal spectral emittance of graphite 
was measured over the temperature range 1650-2200 K and compared to 
literature values [12]. The measured graphite emittance (0.78-0.88) were in 
fair agreement ( <  7%) with the literature values, which vary with surface 
quality by ~ 7%. The emittance of the Be2C-Graphi te-UC 2 material was 
measured over the same temperature range for two separate samples, The 
emittances and the corresponding error limits determined from the differ- 
ences seen between the two samples are listed in Table I. 

3. CALCULATIONS AND RESULTS 

3.1. Temperature Measurement 

The true blackbody temperature T (in K) of the samples was calcu- 
lated using an equation derived from Wien's formula, 

T =  ()t- in(E)/1.4388 + I / L ) - '  (1) 

where X is the pyrometer wavelength (6.5 • 10 -5 cm), e is the normal 
spectral emittance, and T, is the brightness temperature. The emittance was 
represented by a linear regression fit to the data in Table I. In addition, all 
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temperature measurements were adjusted for transmission and reflectance 
losses through the quartz sighting window. 

3.2. Specific Heat and Enthalpy 

The specific heat data obtained with the DSC were computed by 
numerical integration of the differential power data recorded by the com- 
puter. The low-temperature enthalpy was calculated by smoothing the 
specific heat data obtained with the DSC and then integrating the 
smoothed data with respect to temperature. The DSC data are listed in 
Table II. 

The sample enthalpy data obtained with the liquid argon calorimeter 
were computed from the measured pressure drop across the laminar flow 
unit. The mass flow was calculated from the measured pressure values 
using the calibration function for the laminar flow unit and the density of 
the argon gas at the reference bath temperature. The heat flow ({))  was 
calculated from the measured mass flow using the heat of vaporization of 
the liquid argon at the measured equilibrium pressure. The heat flow was 
corrected for heat leakage rate into the dewar (l) determined during the 
initial background monitoring period. The total heat output during the 
peak monitoring period (t 1 -~ t2) was determined by direct numerical inte- 
gration using the trapezoidal rule. In the final background period, the rate 
of heat transfer was assumed to obey Newtonian cooling and was repre- 
sented as a function of time t by the equation 

(? - t =  Ae - ~  (t > t2) (2) 

The measured background flow was fit using a linear regression routine to 
determine the coefficients A and B. Although the background flow rate was 

Table II. Experimentally Measured Specific Heat Data of Be2C-Graphite-UC 2 
Obtained with the DSC 

(K) (cal. g- I . K- I) 

298 0.205 
400 0.273 
500 0.324 
600 0.358 
700 0.384 
790 0.405 
900 0.427 
950 0.436 
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approximately 1000 times smaller than the flow rate in the peak period, 
approximately 10% of the total energy was released during the final 
background period. The total heat output was given by the equation 

A h o u t = f t ( 2 ( Q - l ) d t + ~ 2 ~ A e - 8 ' d t  (3) 

The enthalpy was computed using this result and the mass of the sample 
and was referenced to the temperature of the liquid argon bath ( ~  85 K). 
The resulting equation is given by 

H r - Hss = Ahout/m (4) 

where m is the mass of the sample. The enthalpy was referenced to room 
temperature by measuring Ahout/m for a room temperature (298.15 K) 
sample and subtracting this result from values obtained at higher tempera- 
tures as follows: 

H r - H298 = ( H  T - H85 ) - (/-/298 - H85 ) (5) 

This value was corrected for systematic system errors using the correction 
factor determined from the electrical calibration (<  1%). Corrections were 
also made for the volume of liquid argon vaporized in the dewar as a result 
of heat input (<  0.5%) and for changes in the equilibrium pressure in the 
dewar (<  1%). 

Heat loss occurred from the samples during the period of fall between 
the sample chamber and the liquid argon surface. The loss occurred due to 
radiation by the sample and convective heat transfer to the argon gas. The 
radiation loss was calculated using the Stefan-Boltzmann law and the 
measured specific heat of the sample [13]. The convective loss was calcu- 
lated using an engineering equation based on the heat transfer between 
spheres and air [13, 14]. The convective loss equation was modified for loss 
to the argon gas using known properties of argon gas [15]. The estimated 
heat loss from the sample during the fall period never exceeded 3% of the 
measured enthalpy. 

The enthalpy data obtained from the DSC and the liquid argon 
calorimeter were combined and fit with a spline routine over the entire 
temperature range 298-1980 K [16]. The measured enthalpies and the 
spline fit are shown graphically in Fig. 5, and the values are tabulated in 
Table III. The fit to the DSC data was excellent, with all deviations from 
the curve less than 0.3%. The maximum deviation of the liquid argon 
calorimeter data from the curve was 3.5%. These larger deviations were 
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Fig. 5. Enthalpy, H r -H298,  of the Be2C-Graphite-UC 2 fuel material. The solid curve 
represents the spline fit to the data. All data for T < 900 K were obtained with the DSC. Data 
for T > 1185 K were obtained with the liquid argon vaporization calorimeter. 

partially due to uncertainty in the measured temperature and possible 
temperature gradients in the sample. 

The specific heat was given by the first derivative of the spline fit and 
is shown in Fig. 6 (tabulated values are listed in Table III). As one check of 
the sensitivity of the calculated specific heat to the functional representa- 
tion of the enthalpy, the enthalpy was fit with an alternate equation of the 
form 

H = a + b T  + c T  2 + d ~  T (6) 

a representation often used to fit high temperature enthalpy data [17]. The 
specific heat determined from this function agreed with the spline fit 
specific heat within 1.5% for T/> 700 K, while the error below this 
temperature was ~ 5%. (The values of the coefficients used in Eq. (6) are 
listed in Table III.) This analysis suggests that the specific heat is insensitive 
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Fig. 6. Specific heat of the Be2C-Graphite-UC 2 composite fuel material obtained from the 
first derivative of the spline fit. Tabulated values are listed in Table III. 

to the functional representation of the enthalpy data in this experiment. 
Another possible source of error in the calculated specific heat was the 
uncertainty in the sample emittance. A sensitivity analysis with respect to 
emittance was performed, and the maximum resulting error in the specific 
heat was 1.5%. The estimated total error in the calculated specific heat is 
< 5%. 

3.3. Discussion 

Calculation of the enthalpy and specific heat of the Be2C-Graphite- 
UC 2 composite requires data for the specific heat or enthalpy of the three 
primary materials (Be2C, graphite, UC2). Previous work has shown that the 
additivity of heat capacity holds for these types of materials [3]. However, 
only limited experimental values exist for the specific heat and enthalpy of 
Be2C and UC 2 [5, 18-20]. The Be2C has only been measured in an impure 
state at low temperatures (T < 1470 K) and the specific heat extrapolated 
to higher temperatures [19]. Uncertainty also exists in the data for UC 2, 
which can be affected by UC precipitation at higher temperatures (T 
> 1000 K) [18]. Literature values of the specific heat of the primary 
materials are listed in Table IV over the temperature range 298-1980 K. 
The data for each material were fit with polynomial functions of tempera- 
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Table IV. Literature Values of Specific Heat (cal �9 g- l. K - J) for Primary 
Components of Be2C-Graphite-UC 2 

T 
(K) B%C a Graphite h UC2 c 

298 0.343 0.169 0.056 
400 0.378 0.238 0.062 
600 0.448 0.336 0.069 
800 0.517 0.393 0.073 

1000 0.585 0.428 0.076 
1200 0.652 0.453 0.081 
1400 0.718 0.470 0.088 
1600 0.783 0.484 0.098 
1800 0.847 0.494 0.110 
2000 0.910 0.503 0.123 

I i I I I I 

"From ref. [19]. 
/'From ref. [6]. 
"From ref. [20]. 

ture (Table V) and integrated to obtain the corresponding enthalpy (Table 
VI). 

Table v i i  lists the enthalpy and specific heat of the composite material 
calculated from the literature values in Tables IV and VI along with the 
values obtained by the spline fit to the experimental data. This table shows 
that the experimental enthalpy deviates over 7% from the enthalpy calcu- 
lated using the literature values, while the experimental specific heat 
deviates by more than 22% at higher temperatures. The differences between 
the literature and experimental specific heat values are significantly greater 
than the experimental error limit of 5% and indicate a deviation in the 
temperature dependent specific heat of one or more of the components 
from the reported values. Although some uncertainty exists in the value of 
the specific heat for the graphite component, a calculation of the composite 
specific heat using two separate representations of the graphite contribution 
changes the composite specific heat by less than 3% [6, 21]. Uncertainty in 
the specific heat of UC 2 is not a significant source of error either since the 
UC2 contributes only ~ 3% to the total composite specific heat. Therefore, 
the most probable source of error in the "calculated" composite specific 
heat is the literature value for the specific heat of the Be2C component. 

The specific heat of Be2C is estimated from the experimental specific 
heat data of the composite using the literature values for the specific heat 
contributions for the other two components and the known weight percent 
of BezC. The result of this calculation is shown in Fig. 7. A third-order 



T
ab

le
 V

. 
P

o
ly

n
o

m
ia

l 
C

o
ef

fi
ci

en
ts

 f
o

r 
C

u
rv

e 
F

it
 t

o 
L

it
er

at
u

re
 V

al
u

es
 o

f 
S

p
ec

if
ic

 H
ea

t 

o
f 

th
e 

P
ri

m
ar

y
 C

o
m

p
o

n
en

ts
 

o
f 

B
%

C
-G

ra
p

h
it

e-
U

C
2

 
~ 

i 
i 

C
p

=
 A

 +
 B

T
 +

 C
T

 2
+

 D
T

 3
 +

 E
T

 4
 

G
ra

p
h

it
e 

b 
B

e2
C

 c 

(2
9

8
-8

1
3

 K
) 

(8
1

3
-1

8
6

3
 K

) 
(1

8
6

3
-2

0
7

3
 

K
) 

(2
9

8
-2

0
7

3
 

K
) 

U
C

2 
d 

(2
9

8
-2

0
7

3
 

K
) 

A
 

- 
8.

71
 •

 
10

 -
2

 
- 

6.
00

 •
 

10
 -

2
 

0.
35

1 
0

.2
3

5
 

B
 

8
.9

9
• 

10
 -4

 
1.

09
)<

 
10

 -
3

 
1

.1
2

• 
10

 -
4

 
3

.6
2

• 
10

 
4 

C
 

1.
76

 x
 

10
 -7

 
- 

9.
17

 •
 

10
 -

7
 

- 
1.

81
 •

 
10

 -8
 

- 
1.

22
 •

 
10

 -
8

 

D
 

- 
1.

27
 •

 
10

 -9
 

3.
77

 •
 

10
 -

I~
 

0 
0 

E
 

7.
27

 •
 

I0
- 

~3
 

- 
6.

06
 •

 
1

0
-1

4
 

0 
0 

ii 
i 

ii
 

a
c

p
in

c
a

l.
g

-l
.K

-I
, 

T
in

 
K

. 

b
F

ro
m

 
re

f.
 [

6]
. 

C
F

ro
m

 r
ef

. 
[1

9]
. 

aF
ro

m
 

re
f.

 [
20

1.
 

2.
31

 •
 

10
 -

z 

1.
61

 X
 

10
 -

4
 

- 
2.

04
 X

 
10

 -
7

 

1.
17

 •
 

10
 -

1
~

 

- 
2.

13
 x

 
10

 -1
4

 



Enthalpy and Specific Heat of Be2C-Graphite-UC 2 63 

Table VI. Enthalpy (in cal- g - I )  for Primary Components  of Be2C-Graph i t e -UC 2 
Computed  from Literature Values by Integration of Curve Fit Polynomials 

. Listed in Table V 

T 
(K) Be2C Graphite UC 2 

298 0.0 0.0 0.0 
400 36.7 20.8 6.0 
600 119.3 79.0 19,2 
800 215.7 152,4 33.3 

1000 325.9 234.8 48.1 
1200 449.5 323.0 63.7 
1400 586.4 415.4 80.5 
1600 736.5 510.8 99.1 
1800 899.4 608.6 119.9 
2000 1075.0 708.3 143.4 

i i i  

polynomial curve fit is shown by the solid line through the data points, 
which approaches a value of approximately 0.56 cal. g-1 �9 K- i  (2.3 • 10 3 

J- kg- 1. K -  I) for T > 1000 K. The calculated specific heat from ref. [19] 
(dashed line) is also shown for comparison. The uncertainty in this derived 
specific heat is ~_, 10% based upon assumed uncertainties of 5% in the 

Table VII. Comparison of Experimentally Determined Enthalpy and Specific Heat  
of BezC-Graph i t e -UC  2 Computed  from Primary Components  Reported 

in the Literature 

H T - H2o s C? 

(cal- g -  i) (cal.  g -  i . K -  1) 

T 

(K) Literature Exp." % Diff. b Literature Exp f  % Diff. 

298 0.0 0.0 - -  0.218 0.212 - 2.8 
400 24,6 24.3 - 1.2 0.264 0.272 3.0 
600 85.0 88.2 3.8 0.336 0.360 7.1 
800 157.6 165.6 5.1 0,389 0.407 4.6 

1000 239.8 249.6 4.1 0,432 0.431 - 0.2 
1200 330.0 337.4 2.2 0,470 0.445 - 5.3 
1400 427.4 427.2 - 0.1 0.504 0,451 - 10.5 
1600 531.6 517.3 - 2.7 0.537 0,452 - 15.8 
1800 642.2 608.0 - 5.3 0.569 0.456 - 19.9 
2000 759.1 700.0 - 7.8 0.600 0.464 - 22.7 

I 

~From spline fit to experimental data. 
b% Diff .=  100 • (exp. - l i t . ) / l i t ,  
CFrom differentiation of spline fit. 
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Fig. 7. Specific heat of Be2C, solid circles, obtained from the measured specific heat of the 
composite fuel material and the "calculated" specific heat contributions from the literature 
values of graphite and UC 2. The solid line through the data  points is a third-order polynomial 
curve fit given by 

Cp = a + b T  + c T  2 + d T  3 

where Cp is in cal- g -  1. K -  1, T in K, and a = 2.054 • 10 -2, b = 1.292 x 10 -3, c = -9.348 • 
10 -7, and d = 2.124 • 10- l0  The dashed line is the calculated value given in ref. [19]. The 
arrow at the right is the classical limit given by the law of Dulong and Petit. 

specific heat of each component and the experimental values for the 
composite. The arrow at the right of the figure shows the classical upper 
limit of the specific heat (0.61 cal. g-~ �9 K -1 [2.34 • 103 J .  kg -1 �9 K-l])  
calculated from the law of Dulong and Petit and the law of atomic 
fractions [5]. 

The conclusions drawn from this study for the composite fuel Be2C- 
Graphite-UC/are that the addition of Be2C results in a significant increase 
in enthalpy over previous fuels studied but that the high temperature 
specific heat is less ( ~  23% at 2000 K) than expected from data reported in 
the literature. Use of the specific heat data for Be2C calculated from the 
measured composite specific heat should improve future estimates of the 
thermodynamic properties of other BezC composites. 
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